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A Intel) Hans Peter Anvin(HPA)

VEPEER: Open Source - More than just code

ERMN4E: In Open Source, it is often said that "code is king." However,
S becoming an active contributor to an Open Source project often involves much
=§ more than writing code and "throwing it over the wall." This talk will look at
| the relationship between contributors and maintainers, and the process of
advancing from code contributor to becoming a subject expert to becoming an
“integral part of a large Open Source community like the one around the Linux
kernel.

EHANE: Hans Peter Anvin, known as H. Peter Anvin, or simply Peter
Anvin, or even hpa, is a Swedish computer programmer who has distinguished
himself by his contributions to Free and open source software projects. He is the
originator of SYSLINUX klibc, Linux Assigned Names and Numbers Authority
(LANANA), various Linux kernel hacks such as: UNIX98 ptys, CPUID driver,
The Linux kernel automounter, zisofs, RAID 6 support.

Anvin was previously maintainer of the linux.* Usenet newsgroup hierarchy and
the Linux kernel archives at kernel.org, wrote the original Swap Space How-to,
and the "Linux/1386 Boot Protocol” (file: linux/Documentation/i386/boot.txt)
Peter Anvin graduated in 1994 from Northwestern University, where he also was
president of the Northwestern Amateur Radio Society (W9BGX); his amateur
radio call sign is AD6QZ (formerly N9ITP).

In addition to his regular employment at Intel's Open Source Technology Center,
Anvin is currently co-maintainer of the unified x86/x86-64 Linux kernel tree,
chief maintainer of the Netwide Assembler (NASM). Previous employers

include Transmeta, where he performed as architect and technical director; Orion
Multisystems, working on CPU architecture and code morphing software; and
rPath.




CLK 2012 Beijing

IBM) Mingming Cao

HiEEM: Btrfs support for large pages

A4 Birfs filesystem is a new filesystem that brings a lot of cool features
for future. One of improvement done in btrfs is, it support variable blocksize,
unlike other filesystem, which do not allow btrfs filesystem blocksize could be
larger than pagesize. This will help btrfs improve large 10 performance and
reduce metadata fragmentation. But there is a issue with btrfs which by design it
could not handle blocksize less than pagesize. This key issue prevents end users
to freely move btrfs partition across different architectures with different page
size support. This talk will go through the btrfs key structures to handling block
and page cache mapping, how it support large size blocks, and the technique
challenges we face to support smaller blocks on large pages size.

EHHANH: Mingming cao graduated from Oregon State University in 2000
and since then has been working in IBM Linux Technology Center. She has been
working in the kernel team, involved many kernel scalablity work, in the area of
IPC, block 10, filesystem. She co-started the ext4 filesystem and has contributed
many. Right now she is focusing on improving btrfs performance and supporting
btrfs for Power.

Oracle) James Morris

HEPFEM: State of the Linux Kernel Security Subsystem

EBAH: In this talk, we'll examine the current state of the Linux kernel
security subsystem. Starting with a brief overview of existing features, we'll
discuss recent developments, current efforts and future directions. We'll also

~. discuss the evolving threat landscape, and the increasing need for mobile and

cloud security. This will be a high-level technical discussion aimed at IT
professionals. A good general knowledge of operating system and computer
security concepts will be advantageous.

EHEANA: James Morris, James Morris is a the Linux kernel security
subsystem maintainer. He is the author of sVirt (virtualization security),
multi-category security (MCS), the kernel cryptographic API, and has
contributed to the SELinux, Netfilter and IPsec projects. He works for Oracle in
Sydney, Australia.
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Fujitsu) 252

VEPFE&: On The Way to a Healthy Btrfs Towards Enterprise

A48 : Btrfs has been on full development for about 5 years and it does make
lots of progress on both feature and performance, but why does everybody keep
tagging it with ""experimental™? And why do people still think of it as a
vulnerable one for production use? As a goal of production use, we have been
strengthening several features, making improvements on performance and
keeping fixing bugs to make btrfs stable, for instance, ""'snapshot aware defrag™",
""extent buffer cache™, ""rbtree lock contention™, etc. This talk will cover the
above and will also show problems we are facing with, solutions we are seeking
for and a blueprint we are planning to lay out. For this session, I'll focus on its
features and performance, so for the target audience, it'd be better to have a basic
knowledge base of filesystem.

BEEANG: Miao Xie is a linux kernel developer working for Fujitsu. He began
to work in Linux field since 2007, and did some kernel test and bug fix (such as
schedule, cgroup and so on) at the beginning. Now he devotes himself to Btrfs
development.
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IBM) E%5

vEEEM: KVM MMU implementation
: EBNF: Memory virtualization is one of the important components

in virtualization and is the base infrastructure for the other
‘ components such as I/0 virtualization, migration and so on. Memory

| ‘virtualization is very complex, so we shall show you the way of memory

virtualization approaches (Shadow page, Ept/Npt and nested npt) and
some optimization techniques(unsync page, de-duplicated page,
prefetch, thp...)patch set

AN Guangrong is a Linux Kernel Developer working for IBM s
Linux Technology Center in Shanghai, China. He has worked on Ftrace,
MM, BTRFS but his main interest is in KVM. He has introduced many

features and performance optimization in KVM,

Intel) 3¥&%

YEERE: ACPI 5.0 introduction

FEBAE: ACPI 5.0 introduction ACPI is an abstraction layer between
the OS and platform firmware and hardware. This abstraction allows
the 0S and the platform to evolve independently. Not only should a
new 0OS be able to handle old hardware, but an old OS should be able
to handle new hardware. This has been working well on IA platforms
for quite a while. Now, a lot of changes has been introduced in ACPI
5.0. With these changes, we can take advantage of ACPI not only on
traditional PC platforms, but also on phone/tablet platforms as well.
In this session, I’'11 give an introduction about ACPI 5.0 and the
status of our current developing work in Linux.

HPEANH: Zhang Rui joined Intel in 2006, after he got a master
degree form Huazhong University of Science and Technology. He worked
on Linux/ACPI subsystem developing and maintenance for 6 years, and

he started working on Linux ACPI 5.0 enabling since 2011. Now he also

works on Linux thermal management.
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Red Hat) Daniel \eillard

HEPFEM: OpenSource, Linux and Standards

FEBAH: This talk will focuse on the complex but important relationships that
exists between various standards and related open source project the Linux
| kernel being a good example. It will show how both side can contribute
- efficiently toward a common goal of interoperability and large deployements. It
will also expose some of the common problem that can bring such cooperation to
a halt.

E#EAANA: Daniel Veillard, Daniel Veillard has been working on Virtualization
for Red Hat for the last 7 years, mostly on the libvirt project which he created in
2005. He is also the main author and maintainer for the libraires libxml2 and
libxslt, and created the rpmfind.net software archives. He worked previously at
the Web Consortium (W3C) on XML standardization.

Fujitsu) ¥
(X ]
BEYEE/E: Libvirt Towards Enterprise Use
EFA4E: kvm/gemu is maturing to be an enterprise virtualizaton solution.
But as a low level virtualization implementation, it does not offer a user-friendly
i interface to manage a mass of virtual machines, which are common in enterprsie
o virtualization. Libvirt is the tool to fill the gap. This talk will introduce libvirt,

and how libvirt can be used in enterprise virtualization.

HPFASNEE: Hu Tao has been working in Linux area since 2007. He jioned
Fujitsu in 2010, working at virtualization technology for 2+ years. He's now in
charge of Libvirt development and becomes the core developer in Libvirt
community. He gave a talk about Libvirt last year at LinuxCon Japan,
Yokohama.
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